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Abstract. Liouville’s theorem describes algebraic functions integrable in terms of generalized
elementary functions. In many cases, algorithms based on this theorem make it possible to either
evaluate an integral or prove that the integral cannot be “evaluated in finite terms.” The results
of the paper do not improve these algorithms but shed light on the arrangement of the 1-forms
integrable in finite terms among all 1-forms on an algebraic curve.
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1. Introduction. The integral of a rational function f of a complex variable z can be explicitly
evaluated as ∫ z

z0

f(t) dt = f0(z) +
∑

1�i�k

λi ln fi(z), (1)

where the fi , 0 � i � k, are rational functions and the λi are complex numbers. It is convenient
to write relation (1) in the form

f dz = df0 +
∑

1�i�k

λi
dfi
fi

.

When can the integral of an Abelian 1-form α be evaluated in finite terms? Thinking on this
question, Abel laid the foundations of the theory of Abelian integrals. Liouville continued his work
and found conditions under which the integral of a form α is a generalized elementary function (see
Section 2).

Liouville’s theorem. The integral of a rational form α on an algebraic curve Γ is a generalized
elementary function if and only if

α = df0 +
∑

1�i�k

λi
dfi
fi

, (2)

where the fi , 0 � i � k , are rational functions on Γ and the λi are complex numbers.

The proof of this theorem can be found, e.g., in the book [1]. In many cases, algorithms based on
Liouville’s theorem make it possible to either prove that the integral is nonelementary or evaluate
it [2]. Liouville obtained a whole series of other results on the solvability and unsolvability of
equations in finite terms. Afterwards, his pioneering works were generalized and translated into
the language of differential algebra. An extensive bibliography on this question is contained in the
survey [3].

We shall deal with the classical complex situation rather than with algebraic generalizations.
Rational functions and 1-forms on a complex algebraic curve can be regarded as meromorphic
functions and 1-forms on a compact Riemann surface. We shall use both terminologies.

There are two summands in (2), df0 and
∑

λid(fi)/fi . The former is, obviously, contained in
the subspace Ωs of Ω of meromorphic 1-forms on Γ that consists of the forms all of whose residues
vanish.

Consider the subspace Ωl ⊂ Ω consisting of the forms α having at most simple poles and such
that

∫
Γ α ∧ β = 0 for any harmonic 1-form β . It turns out that Ωl is complementary to Ωs (i.e.,
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Ω = Ωl + Ωs) and contains logarithmic differentials, i.e., the second term
∑

λid(fi)/fi belongs
to Ωl . This unexpected simple observation is the main result of the paper. As far as I know, it is
new, although Liouville’s theorem has been known for more than one and a half centuries, and it
has been the object of numerous studies.

The referee of this paper noticed that Ωl can be defined quite differently, as the complexification
of the R-linear space ΩR of all 1-forms with real periods and at most simple poles (see the end of
Section 3). This observation clarifies the situation. Moreover, it relates Ωl to the space ΩR, which
is encountered in many works (see [4]–[7]). I am grateful to the referee for this beautiful remark
and for editing suggestions.

My interest in the solvability and unsolvability of equations in finite terms was aroused by
V. I. Arnold. I am very much indebted to Vladimir Igorevich. I gratefully dedicate this work to his
memory.

2. Generalized elementary functions on a Riemann surface.We begin with the definition
of the class of generalized elementary functions of a complex variable z . This class is defined by
specifying a set of basic elementary functions and a list of admissible operations. A function is
said to be generalized elementary if it can be obtained from basic functions by applying admissible
operations (a detailed discussion of this definition and related notions is contained in the book [1]).

Since we consider multivalued functions, we must specify what we mean. A multivalued analytic
function is uniquely determined by its germ (i.e., a convergent Taylor series) at an arbitrary point;
this is the set of all germs obtained by analytically continuing a given germ. For example, the
superposition of multivalued functions is defined as follows. A function F can be represented as the
superposition of functions f and g if

(i) there exist germs Fa and ga of the functions F and g at some point a ∈ C,
(ii) there exists a germ fb of f at the point b = ga(a), and
(iii) Fa = fb ◦ ga .

Thus, for each k ∈ Z, the function F (z) = z + 2kπi can be represented as the superposition
F = ln exp(z). (Indeed, let b = exp a, and let lnb be a germ at b of ln for which lnb ◦ expa = za .
Each germ of the function ln at b has the form lnb+2kπi. The function z + 2kπi is the analytic
continuation of the germ (lnb+2kπi)◦expa .) Other operations on multivalued functions are defined
in a similar way.

List of basic elementary functions:
• complex constants and the function z ;
• exp z , ln z , and zα with α ∈ C;
• sin z , cos z , and tan z ;
• arcsin z , arccos z , and arctan z .
List of admissible operations:
• the arithmetic operations +, −, ×, and : ;
• the superposition operation (to any functions f and g it assigns their composition f ◦ g);
• the operation of taking a solution of an algebraic equation (to functions f1, . . . , fn it assigns

a function y such that yn + f1y
n−1 + · · ·+ f0 = 0).

In essence, the functions in the list of basic elementary functions are studied in school math-
ematics and often present on calculator keyboards. To define generalized elementary functions, it
would suffice to leave only the complex constants and the functions z , exp, and ln in this list. The
remaining functions in the list are obtained from these by applying admissible operations (see [1,
p. 8, Lemma 1.2]).

Let Γ be a compact Riemann surface on which a nonconstant meromorphic mapping π : Γ → C

is defined, and let f be a (multivalued) function on Γ. We say that f is a generalized elementary
function on Γ if f(π−1) is a generalized elementary function on C. Let us show that this definition
does not depend on the choice of the mapping π.

Lemma 1. If f(π−1) is a generalized elementary function, then so is f(π−1
0 ) for any noncon-

stant meromorphic mapping π0 : Γ → C.
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Proof. The function u = π(π−1
0 (z)) is algebraic. By assumption, g(u) = f(π−1(u)) is a gener-

alized elementary function. But f(π−1
0 )(z) = g(u(z)). This completes the proof of the lemma.

3. Forms of logarithmic type. On the complex line C, the function r−1 , where r(a) is
the distance from a ∈ C to the zero 0 ∈ C, is integrable in a neighborhood of 0. Therefore, a
meromorphic function with at most simple poles on a compact domain K ⊂ C is a function of class
L1 on this domain K . Let Γ be a compact Riemann surface endowed with some Riemannian metric
compatible with the complex structure. As seen from the above considerations, a meromorphic
1-form α on Γ with at most simple poles belongs to the class L1 . Let A ⊂ Γ be a finite set
containing the poles of α. The form α is closed on the domain Γ \A, but as a current on the curve
Γ it is not closed:

dα =
1

2πi

∑
a∈A

Resα(a)δ(a),

where δ(a) is the 2-current whose value at any smooth function φ on Γ equals φ(a). For any
smooth 1-form β on Γ, the integral

∫
Γ α ∧ β is defined. We say that a 1-form α is a logarithmic

differential if there exists a rational function f such that α = df/f . This paper is based on the
following simple observation.

Theorem 2. For any logarithmic differential α = df/f and any harmonic form β on a curve Γ,∫
Γ
α ∧ β = 0.

Proof. The harmonic form β decomposes into the sum of a holomorphic form ω1 and an
antiholomorphic form ω2 . For a holomorphic form ω1 , we have α∧ω1 ≡ 0; therefore,

∫
Γ α∧ω1 = 0.

Let us show that
∫
Γ α∧ω2 = 0. Consider a ramified covering π : Γ → CP 1 = C

1∪{∞} determined

by the function f , i.e., a covering for which f = z ◦ π, where z : C1 → C
1 is a coordinate on C

1 .
For any form Φ on Γ, let TraceΦ denote the trace of Φ under the projection π. According to
Abel’s theorem, we have Traceω2 ≡ 0; therefore, Traceω2 ≡ Traceω2 ≡ 0. The trace Trace(α∧ω2)
vanishes as well, because

Trace(α ∧ ω2) = Trace

(
d(z ◦ π)
z ◦ π ∧ ω2

)
=

d(z ◦ π)
z ◦ π ∧Traceω2 ≡ 0.

We have
∫
Γ α ∧ ω2 =

∫
CP 1 Trace(α ∧ ω2) = 0. This completes the proof of the theorem.

We say that a meromorphic 1-form α on Γ is of logarithmic type if (1) all poles of α are simple;
(2) for any harmonic form β , the integral

∫
Γ α ∧ β vanishes.

Let Ωl denote the space of forms of logarithmic type, and let Ωln be the space of forms which
can be represented as combinations

∑
1�i�k λidfi/fi of logarithmic differentials.

Corollary 3. The inclusion Ωln ⊂ Ωl holds.

Theorem 4. Let φ : Γ → C be a function taking nonzero values only on a finite set and such
that

∑
a∈Γ φ(a) = 0. Then there is a unique form αφ ∈ Ωl whose residue Resαφ(a) at each point a

equals φ(a).

Proof. By the Riemann–Roch theorem, there exists a form α1 having only simple poles and such
that Resα1 = φ, where Resα1 : Γ → C is the function whose value at each point a ∈ Γ is the residue
of the form α1 at a. (The form α1 is unique up to the addition of a holomorphic form.) Consider
the linear function Fα1 on the space of antiholomorphic forms ω defined by Fα1(ω) =

∫
Γ α1 ∧ ω.

As any linear function on the space of antiholomorphic forms, Fα1 can be represented in the form
Fα1(ω) =

∫
Γ ω1∧ω, where ω1 is a holomorphic form, which is uniquely determined by this condition.

It remains to set αφ = α1 − ω1 . This completes the proof of the theorem.

Corollary 5. The dimension of the space Ωl(A) ⊂ Ωl consisting of forms whose poles belong
to a finite set A ⊂ Γ equals #A− 1.

Remark. The following argument due to the referee relates Ωl to the R-linear space ΩR of
forms with at most simple poles all of whose periods are real. If α ∈ ΩR and ω are holomorphic
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forms, then the integrals
∫
Γ α ∧ ω and

∫
Γ α ∧ ω are complex conjugate (because the integral of α

over any cycle is real and the integrals of the forms ω and ω over any 1-chain with coefficients
in the field R are conjugate). But

∫
Γ α ∧ ω = 0; therefore,

∫
Γ α ∧ ω = 0. Thus, ΩR ⊂ Ωl and

ΩR + iΩR ⊂ Ωl . Any function φ (see Theorem 4) can be represented as a residue of some form
from ΩR + iΩR ; hence ΩR + iΩR = Ωl . Obviously, df/f ∈ iΩR for any meromorphic function f .
This argument provides an alternative proof of the results of Section 3. Further information on the
space ΩR and its diverse applications can be found in [4]–[7].

4. Forms of the second kind and a decomposition theorem. We say that a meromorphic
1-form is a form of the second kind if its residue at each point vanishes (in our terminology, all
holomorphic forms are of the second kind).

Let Ωd denote the space of exact forms, i.e., forms α = df , where f is a rational function.
Obviously, any exact form is of the second kind, i.e., Ωd ⊂ Ωs.

Theorem 6 (on decomposition). The space Ω of meromorphic 1-forms on Γ decomposes into
the direct sum of the subspaces Ωs and Ωl .

Proof. Given α ∈ Ω, we set φ = Resα and define αl and αs by αl = αφ (see the proof of
Theorem 4) and αs = α− αl . Clearly, α = αs + αl , αs ∈ Ωs , and αl ∈ Ωl . The spaces Ωs and Ωl

do not intersect. This proves the theorem.

The decomposition of forms provided by Theorem 6 agrees with Liouville’s theorem.

Theorem 7. Let α = αs + αl be the decomposition of the form α from Theorem 6. The
antiderivative of the form α is a generalized elementary function if and only if αs ∈ Ωd is an exact
form and αl ∈ Ωln is a linear combination of logarithmic differentials.

Proof. According to Liouville’s theorem, the antiderivative of α is a generalized elementary
function if and only if α can be represented in the form (2). Moreover, the term df0 belongs to
Ωd ⊂ Ωs and

∑
λidfi/fi belongs to Ωln ⊂ Ωl (see Corollary 3). This proves the theorem.

To Liouville’s theorem the following two problems are related.

Problem 1. Does a given form α ∈ Ωs belong to the subspace Ωd?

Problem 2. Does a given form α ∈ Ωl belong to the subspace Ωln?

Problem 1 is discussed in Section 5 and Problem 2, in Section 6.

5. Exact rational forms. Let us show that the codimension of the subspace Ωd ⊂ Ωs equals
twice the genus g of the curve Γ.

Theorem 8. The space Ωs/Ωd is isomorphic to the first de Rham cohomology space H1(Γ,C)
of the curve Γ. In particular, dimCΩs/Ωd = 2g .

Proof. Each form αs ∈ Ωs determines a one-dimensional de Rham cohomology class of the
curve Γ. Indeed, if a cycle γ bounds a domain on Γ and passes through no poles of αs , then∫
γ αs = 0, because all residues of the form αs vanish. To complete the proof, it remains to apply

Lemma 9 proved below.

Let A ⊂ Γ be a nonempty finite set, and let Ω(A) be the space of rational forms regular in
Γ \A. We use Ωs(A) and Ωd(A) to denote the intersections of Ω(A) with the spaces Ωs and Ωd .

Lemma 9. For any cohomology class h ∈ H1(Γ,C), there exists a form α ∈ Ωs(A) representing
the class h.

Proof. The curve X = Γ \ A has the structure of a one-dimensional smooth affine algebraic
manifold, with respect to which all meromorphic functions and 1-forms with poles in A on X
are regular functions and 1-forms. According to the de Rham–Grothendieck theorem, any one-
dimensional cohomology class of the affine curve X can be represented by a form from Ω(A). The
form α representing h has zero residues and, therefore, belongs to Ωs(A).

Let D =
∑

ai∈A miai be a divisor supported on A whose coefficients satisfy the inequalities
mi � 2, and let Ωs[D] be the space of forms β ∈ Ωs(A) for which (β) � D; we set Ωd[D] =
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Ωs[D] ∩Ωd . Let us calculate the codimension of the subspace Ωd[D] ⊂ Ωs[D] for which Problem 1
is solvable. We use the following notation:

D′ is the divisor defined by D′ = D −∑
ai∈A ai ;

L (D′) is the space of functions f such that D′ + (f) � 0;
l(D′) = dimC L (D′);
I (D′) is the space of forms β such that (β) � D′ ;
μ(D′) = dimC I (D′).
Statement 10. The codimension of the subspace Ωd[D] in Ωs[D] equals 2g − μ(D′).
Proof. By the Riemann–Roch theorem, we have
(i) dimCΩs[D] = (degD + g − 1)− (#A− 1) = degD′ + g;
(ii) l(D′) = degD′ − g + 1 + μ(D′).
The dimension of the space of differentials of functions belonging to L (D′) equals l(D′) − 1

(differentiation takes constants to zero). Therefore, the codimension of the subspace Ωd[D] ⊂ Ωs[D]
equals dimCΩs[D]− (l(D′)− 1) = 2g − μ(D′). This proves the statement.

Note that if degD′ > 2g−2, then μ(D′) = 0, so that Statement 10 is a refinement of Theorem 8.
Let us comment on Statement 10. Near each point a ∈ A we fix a local coordinate z so that

z(a) = 0. Suppose that a form α ∈ Ωs[D] can be represented near a point a ∈ A as

α =

(
ck
zk

+ · · ·+ c2
z2

+ ϕ

)
dz,

where ϕ is a germ of a holomorphic function at a. The germ

Ia =
(−k + 1)ck

zk−1
+ · · ·+ −c2

z

is the principal part of the integral of α near the point a: the germ α− dIa is holomorphic near a.

Theorem 11 (on Problem 1). Problem 1 for a form α ∈ Ωs[D] is solvable if and only if∑
a∈ARes(Iaω) = 0 for the sets of principal parts Ia of the integral of α and any form ω holomor-

phic on Γ.

Proof. By the Riemann–Roch theorem, a meromorphic function with a given set of principal
parts Ia exists if and only if

∑
a∈A Res(Iaω) = 0 for any holomorphic form ω.

Statement 10 is proved by counting the independent conditions imposed on the sets of principal
parts Ia by Theorem 11.

Remark. How can a function on a given algebraic curve with a given set of principal parts be
found explicitly, provided that such a function exists? Theorem 11 is not very helpful in answering
this question. There have been developed effective methods for finding such a function (of course,
they depend on the way of specifying both the curve and the principal parts of the function)
(see [2]).

6. Logarithmic differentials. A form α ∈ Ωln admits various representations

α =
∑

1�i�k

λi
dfi
fi

, (3)

where the fi are rational functions on Γ. Let A be the set of poles of α. The following simple
statement is well known (see, e.g., [1, p. 17, Lemma 1.10]).

Statement 12. If representation (3) contains the least number k of summands, then the λi

are independent over Q and the supports of the divisors of all functions fi are contained in A.

Now we give a few definitions and introduce notation. Let A ⊂ Γ be a finite set. Let J0(A)
denote the set of functions φ : A → Z for which the divisor Dφ =

∑
φ(a)a is principal. This set

J0(A) is an additive group. We use D(A) to denote the complex linear space of functions on A
generated by the group J0(A). The dimension dimC D(A) is called the rank of A and denoted
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by r(A). We denote the intersections of the spaces Ωln and Ωl with Ω(A) by Ωln(A) and Ωl(A),
respectively.

Theorem 13 (on Problem 2). A form α ∈ Ωl(A) belongs to Ωln(A) if and only if the function
Resα : A → C belongs to D(A). Therefore, dimCΩln(A) = r(A).

Proof. Let Resα ∈ D(A), and let Resα =
∑

λi ord fi, where the fi are rational functions
whose divisors (fi) are supported in A and ord fi is the function whose value at each point a ∈ Γ
equals the order of fi at a. Then α =

∑
λidfi/fi . Conversely, if α ∈ Ωl(A) belongs to the space

Ωln, then, by Lemma 9, α ∈ Ωln(A); therefore, Resα ∈ D(A).

Remark. How can an explicit representation of a form on an algebraic curve as a linear
combination of logarithmic differentials be obtained, provided that such a representation exists?
Theorem 13 is not very helpful in answering this question. There have been developed methods
making it possible to find such a linear combination in many cases (of course, these methods depend
on the way of specifying both the form and the curve) (see [2]).

7. Codimension of forms integrable in finite terms. Theorems 8 and 13 involve calculating
the codimension of the space Ωe(A) ⊂ Ω(A) of forms which have a given set A of poles on Γ and
whose antiderivatives are generalized elementary functions. The space Ωe(∅) contains only the form
α ≡ 0. In what follows, we assume that A 
= ∅.

Corollary 14 (on codimensions). The codimension of the subspace
(i) Ωd(A) in the space Ωs(A) equals 2g , where g is the genus of the curve Γ;
(ii) Ωln(A) in the space Ωl(A) equals #(A)− r(A)− 1;
(iii) Ωe(A) in the space Ω(A) equals 2g +#(A)− r(A)− 1.

A set A ⊂ Γ with #A = k can be treated as a point in the kth symmetric power Γ(k) of the
curve Γ. Let Σ(k) ⊂ Γ(k) be the set of all A ⊂ Γ with #A = k and r(A) > 0.

Statement 15. For a curve Γ of positive genus, the set Σ(k) has measure zero in Γ(k) .

Proof. If r(A) > 0, then there exists a principal divisor D =
∑

kiai , where ai ∈ A and∑
ki = 0. In this case, the points in A satisfy the nontrivial relation

∑
kiai = 0 on the Jacobian

of Γ. This implies Statement 15.

Corollary 16. On a curve Γ of genus g > 0, for almost every nonempty set A, the codimension
of Ωe(A) in Ω(A) equals 2g +#A− 1 = dimH1(Γ \ A,C).

Below we give examples of nonempty sets A on curves of arbitrarily large genus for which the
upper bound of r(A), which equals #A−1, is attained. We begin with the case of curves of genus 1.

Let (Γ, a0) be a curve of genus 1 with base point a0 . We say that a point a ∈ Γ is of finite
order if, for some positive integer k, the divisor ka− ka0 is principal. The points of finite order are
dense in Γ.

Example 1. On a curve of genus 1, any finite nonempty set A of points of finite order has
rank r(A) = #A− 1.

Thus, on a curve of genus 1, the antiderivative of any form α ∈ Ωl(A), where A consists of points
of finite order, is a linear combination of logarithms of rational functions on Γ. The codimension
of the subspace Ωe(A) in Ω(A) equals dimH1(Γ,C) = 2.

Let R be a rational function of degree k in a complex variable z with simple zeros and poles.
Given m > 0, consider the algebraic function y(z) defined by ym = R(z) and the Riemann surface
π : Γ → CP 1 of this function. According to the Riemann–Hurwitz formula, the genus of the surface
Γ equals (k − 1)(m − 1) + 1 and can be arbitrarily large.

Example 2. Let Σ be the set of zeros and poles of the function R, and let A = π−1(Σ). Any
divisor of degree zero supported in A becomes a principal divisor (π∗f) after multiplication by m,
where f is some rational function of the variable z . Therefore, we have r(A) = #A− 1.

Thus, under the assumptions of Example 2, the antiderivative of any form α ∈ Ωl(A) is a linear
combination of logarithms of rational functions on Γ, and the codimension of the subspace Ωe(A)
in Ω(A) equals dimH1(Γ,C).
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